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SUMMARY This paper presents a technique for high-accuracy cor-
respondence search between two images using Phase-Only Correlation
(POC) and its performance evaluation in a 3D measurement application.
The proposed technique employs (i) a coarse-to-fine strategy using image
pyramids for correspondence search and (ii) a sub-pixel window align-
ment technique for finding a pair of corresponding points with sub-pixel
displacement accuracy. Experimental evaluation shows that the proposed
method makes possible to estimate the displacement between correspond-
ing points with approximately 0.05-pixel accuracy when using 11 × 11-
pixel matching windows. This paper also describes an application of the
proposed technique to passive 3D measurement system.
key words: phase-only correlation, phase correlation, image matching,
sub-pixel matching, block matching

1. Introduction

Area-based image matching is an important fundamental
task in a variety of image processing applications, such as
stereo vision, motion analysis, image sequence analysis, etc.
(see [1] for a good survey on this topic). Although in some
applications pixel-level image matching may be adequate,
image matching with sub-pixel accuracy is becoming essen-
tial in recent applications. In stereo vision, for example,
if we can estimate the disparity between two stereo images
with 1/10-pixel accuracy, we can then measure the distance
of a target object with 10 times the accuracy of the stereo
vision system using pixel-level image matching.

In response to this need, many methods have been de-
veloped to estimate the translational displacement between
two images with high accuracy [1]–[4], and among them the
methods using the Phase-Only Correlation (POC) function
are highly effective due to their high accuracy and robust
performance [5]. (Note that the POC function is sometimes
called the “phase correlation function.”) Our experimental
observation shows that the methods using phase informa-
tion in 2D Discrete Fourier Transform (2D DFT) exhibit
better registration performance than the methods using SAD
(Sum of Absolute Differences) in general. In our previous
work, for example, we have proposed a high-accuracy image
matching method based on the POC function [6], [7], which
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employs (i) an analytical function fitting technique to esti-
mate the position of the correlation peak, (ii) a windowing
technique to eliminate the effect of periodicity in 2D DFT,
and (iii) a spectrum weighting technique to reduce the ef-
fect of aliasing and noise. Through a set of experiments, we
have demonstrated that this matching method can estimate
the displacement between two images with 1/100-pixel ac-
curacy when the image size is about 100 × 100 pixels.

In practice, there are many applications that require
high-accuracy matching of smaller image blocks. Typical
applications include stereo vision 3D measurement [8] and
super-resolution image reconstruction [9]. These applica-
tions require high-accuracy image block matching for find-
ing corresponding points in multiple images and for estimat-
ing the position of corresponding points with sub-pixel ac-
curacy. However, the accuracy of the conventional matching
methods, including our previously proposed method [7], de-
grades significantly as the image size decreases because the
texture information contained in an image block decreases,
correspondingly.

Addressing this problem, in this paper, we extend our
previously proposed matching method [7] to improve the
registration accuracy for small image blocks. The basic
idea is to align the position of matching windows with sub-
pixel accuracy in two image blocks. This sub-pixel win-
dow alignment technique is combined with a coarse-to-fine
search technique to implement an efficient algorithm for
finding the corresponding points in multiple images. Ex-
perimental evaluation shows that the proposed correspon-
dence search algorithm makes possible to detect the posi-
tion of corresponding points with approximately 0.05-pixel
accuracy when using 11 × 11-pixel image blocks. This pa-
per also describes an application of the proposed sub-pixel
correspondence search algorithm to high-accuracy 3D mea-
surement.

This paper is organized as follows. Section 2 summa-
rizes the sub-pixel image matching method using the POC
function. Section 3 proposes a new algorithm for finding
correspondence between two images with very high accu-
racy. Section 4 shows the experimental evaluation of the
matching accuracy of the proposed algorithm. Section 5
describes an application of the algorithm to high-accuracy
3D measurement and its performance evaluation. Section 6
concludes the paper.
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2. High-Accuracy Image Matching Using POC

Consider two N1×N2 images, f (n1, n2) and g(n1, n2), where
we assume that the index ranges are n1 = −M1, · · · ,M1 and
n2 = −M2, · · · ,M2 for mathematical simplicity, and hence
N1 = 2M1 +1 and N2 = 2M2 +1. Let F(k1, k2) and G(k1, k2)
denote the 2D Discrete Fourier Transforms (2D DFTs) of
the two images. F(k1, k2) and G(k1, k2) are given by

F(k1, k2) =
∑
n1n2

f (n1, n2)Wk1n1
N1

Wk2n2
N2

= AF(k1, k2)e jθF (k1,k2), (1)

G(k1, k2) =
∑
n1n2

g(n1, n2)Wk1n1
N1

Wk2n2
N2

= AG(k1, k2)e jθG(k1,k2), (2)

where k1 = −M1, · · · ,M1, k2 = −M2, · · · ,M2, WN1 =

e− j 2π
N1 , WN2 = e− j 2π

N2 , and the operator
∑

n1n2
denotes∑M1

n1=−M1

∑M2
n2=−M2

. AF(k1, k2) and AG(k1, k2) are amplitude
components, and e jθF (k1,k2) and e jθG(k1,k2) are phase compo-
nents.

The cross-phase spectrum (or normalized cross spec-
trum) R̂(k1, k2) is defined as

R̂(k1, k2) =
F(k1, k2)G(k1, k2)

|F(k1, k2)G(k1, k2)|
= e jθ(k1,k2), (3)

where G(k1, k2) denotes the complex conjugate of G(k1, k2)
and θ(k1, k2) = θF(k1, k2) − θG(k1, k2). The Phase-Only Cor-
relation (POC) function r̂(n1, n2) is the 2D Inverse Discrete
Fourier Transform (2D IDFT) of R̂(k1, k2) and is given by

r̂(n1, n2) =
1

N1N2

∑
k1k2

R̂(k1, k2)W−k1n1
N1

W−k2n2
N2
, (4)

where
∑

k1k2
denotes

∑M1

k1=−M1

∑M2

k2=−M2
.

Now consider fc(x1, x2) as a 2D image defined in con-
tinuous space with real-number indices x1 and x2. Let δ1
and δ2 represent sub-pixel displacements of fc(x1, x2) to x1

and x2 directions, respectively. So, the displaced image can
be represented as fc(x1 − δ1, x2 − δ2). Assume that f (n1, n2)
and g(n1, n2) are spatially sampled images of fc(x1, x2) and
fc(x1 − δ1, x2 − δ2), and are defined as

f (n1, n2) = fc(x1, x2)|x1=n1T1,x2=n2T2
,

g(n1, n2) = fc(x1 − δ1, x2 − δ2)|x1=n1T1,x2=n2T2
,

where T1 and T2 are the spatial sampling intervals, and
index ranges are given by n1 = −M1, · · · ,M1 and n2 =

−M2, · · · ,M2. The POC function r̂(n1, n2) between f (n1, n2)
and g(n1, n2) will be given by

r̂(n1, n2)

�
α

N1N2

sin {π(n1 + δ1)}
sin{ πN1

(n1 + δ1)}
sin {π(n2 + δ2)}
sin{ πN2

(n2 + δ2)} , (5)

where α � 1.
We assume that |F(k1, k2)| � 0 and |G(k1, k2)| � 0 for

all the frequency range in Eq. (3). When the images do not
contain a certain frequency component, i.e., |F(k1, k2)| =
|G(k1, k2)| = 0 for some (k1, k2), the phase θ(k1, k2) of
this frequency component cannot be determined uniquely
in Eq. (3) and its actual value depends on the implementa-
tion of the POC computation. Such indeterminate frequency
components cause disturbance against the ideal peak model
given by Eq. (5). In the extreme situation when the original
image has no texture at all, its phase becomes indetermi-
nate for all the frequency range. Assuming the indetermi-
nate phase takes random value at every frequency compo-
nent, no correlation peak could be observed. On the other
hand, when the two images f (n1, n2) and g(n1, n2) are not
the same, the phase θ(k1, k2) in Eq. (3) tends to take random
values for every frequency component, and again no correla-
tion peak appears. Thus, detecting the unreliable frequency
components, where |F(k1, k2)| � 0 or |G(k1, k2)| � 0, is im-
portant for evaluating the overall reliability of POC-based
image matching.

Listed below are important techniques for high-
accuracy sub-pixel image matching [7].
(i) Function fitting for high-accuracy estimation of peak
position
We use Eq. (5)—the closed-form peak model of the POC
function—directly for estimating the peak position by func-
tion fitting. By calculating the POC function for two images
f (n1, n2) and g(n1, n2), we can obtain a data array of r̂(n1, n2)
for each discrete index (n1, n2), where n1 = −M1, · · · ,M1

and n2 = −M2, · · · ,M2. It is possible to find the location of
the peak that may exist between image pixels by fitting the
function (5) to the calculated data array around the correla-
tion peak, where α, δ1, and δ2 are fitting parameters. Fig-
ure 1 shows an example, where Eq. (5) is fitted to the data
array of r̂(n1, n2).
(ii) Windowing to reduce boundary effects
Due to the DFT’s periodicity, an image can be considered
to “wrap around” at an edge, and therefore discontinuities,
which are not supposed to exist in real world, occur at every
edge in 2D DFT computation. We reduce the effect of dis-

Fig. 1 Function fitting for estimating the peak position.
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continuity at image border by applying 2D window function
to the input images f (n1, n2) and g(n1, n2). For this purpose,
we use 2D Hanning window defined as

w(n1, n2) =

1 + cos

(
πn1

M1

)

2

1 + cos

(
πn2

M2

)

2
. (6)

(iii) Spectral weighting technique to reduce aliasing and
noise effects
For natural images, typically the high frequency compo-
nents may have less reliability (low S/N ratio) compared
with the low frequency components. We could improve
the estimation accuracy by applying a low-pass-type weight-
ing function H(k1, k2) to R̂(k1, k2) in frequency domain and
eliminating the high frequency components having low reli-
ability. The simplest weighting function H(k1, k2) is defined
as

H(k1, k2) =

{
1 |k1| � U1, |k2| � U2

0 otherwise
, (7)

where U1 and U2 are integers satisfying 0 � U1 � M1 and
0 � U2 � M2, respectively. The cross-phase spectrum
R̂(k1, k2) is multiplied by the weighting function H(n1, n2)
when calculating the 2D IDFT. Then the modified r̂(n1, n2)
will be given by

r̂(n1, n2)

=
1

N1N2

∑
k1k2

R̂(k1, k2)H(k1, k2)W−k1n1
N1

W−k2n2
N2

�
α

N1N2

sin{ V1
N1
π(n1 + δ1)}

sin{ πN1
(n1 + δ1)}

sin{ V2
N2
π(n2 + δ2)}

sin{ πN2
(n2 + δ2)} ,

(8)

where V1 = 2U1+1 and V2 = 2U2+1. When using the spec-
tral weighting technique, Eq. (8) should be used for function
fitting instead of Eq. (5).

3. Sub-Pixel Correspondence Search Algorithm

3.1 Algorithm Overview

The POC-based image matching technique described in the
previous section is effective when the image size N1 × N2 is
relatively large [7]. We have demonstrated that the POC-
based image matching can estimate the displacement be-
tween two images with 1/100-pixel accuracy when the im-
age size is about 100 × 100 pixels.

In practice, there are many applications that require
high-accuracy matching of small image blocks. Such ap-
plications include 3D measurement by stereo vision and
super-resolution image reconstruction, where corresponding
points in two images must be determined with high accuracy
using block matching. In these applications, the accuracy of
block matching (i.e., the accuracy of local displacement es-
timation) determines the total system performance directly.

However, the accuracy of the conventional matching meth-
ods, including our previously proposed method, degrades
significantly as the image size decreases, since the texture
information contained in an image block decreases. (See
Sect. 4 for detailed experimental analysis.) Thus, it is diffi-
cult to implement a robust algorithm for high-accuracy cor-
respondence search.

Addressing this problem, this section proposes a ro-
bust algorithm for finding the corresponding points between
two images with high accuracy. The problem considered
here can be stated as follows: Given an arbitrary pixel in
a reference image, the problem is to find the position of
the corresponding pixel in the second image with sub-pixel
accuracy. The proposed algorithm combines the three ba-
sic techniques: (i) the POC-based image matching tech-
nique described in the previous section, (ii) a coarse-to-fine
search technique for pixel-level correspondence estimation,
and (iii) a sub-pixel window alignment technique for sub-
pixel correspondence estimation.

Consider two images I0(n1, n2) and J0(n1, n2), which
are taken at different times, or are taken from different sen-
sors. We try to find a pair of matching points between the
images. Let a pair of matching image points be p0 and q0,
which exist in I0(n1, n2) and J0(n1, n2), respectively. Usu-
ally, one of the points, say p0, is specified in advance in
the image I0(n1, n2). Then, the corresponding point q0 is
searched in the second image J0(n1, n2).

If p0 and q0 are feature points, it may be possible
to match these two points on the basis of their feature at-
tributes. However, if p0 and q0 are not feature points, it is
difficult to match them. The number of feature points to
be used as candidates for corresponding points is often not
sufficient in many applications. The area-based matching
methods solves this problem by introducing neighboring ar-
eas of these two points (p0 and q0) for block matching. The
POC-based technique described in Sect. 2 is useful for block
matching.

Our algorithm consists of two stages: a stage for pixel-
level correspondence estimation and a stage for sub-pixel-
level correspondence estimation. In pixel-level estimation,
we detect the corresponding point q0 with pixel-level accu-
racy using coarse-to-fine POC, so that the estimation error
becomes less than 1 pixel. In the sub-pixel estimation stage,
we recursively improve the sub-pixel accuracy of POC block
matching by adjusting the location of the window function
(Eq. (6)) with sub-pixel accuracy. We call this technique
sub-pixel window alignment.

3.2 Correspondence Estimation with Pixel-Level Accu-
racy

The pixel-level estimation stage mainly employs the coarse-
to-fine correspondence search technique, where some
coarser versions of the original input images are created.
The POC-based block matching starts at the coarsest im-
age layer and the operation gradually moves to finer layers.
Figure 2 shows an overview of the technique. Let pl and ql
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Fig. 2 Pixel-level correspondence search using a coarse-to-fine
approach.

be coordinate vectors of matching image points at the l–th
layer. The goal in the pixel-level estimation is to find q0 that
corresponds to the given reference point p0 at the layer 0
(the original image layer) with pixel accuracy.

Procedure for pixel-level correspondence estimation
Input:

images I0(n1, n2) and J0(n1, n2),
reference point p0 in I0(n1, n2)

Output:
corresponding point q0 in J0(n1, n2)

Step 1: For l = 1, 2, · · · , lmax, create the l–th layer images
Il(n1, n2) and Jl(n1, n2), i.e., coarser versions of I0(n1, n2)
and J0(n1, n2), recursively as follows:

Il(n1, n2) =
1
4

1∑
i1=0

1∑
i2=0

Il−1(2n1 + i1, 2n2 + i2),

Jl(n1, n2) =
1
4

1∑
i1=0

1∑
i2=0

Jl−1(2n1 + i1, 2n2 + i2).

In our experiments, we choose lmax = 4.
When the maximum disparity (the distance between

corresponding points) in the original image layer l = 0 is
given by D, the maximum disparity in the coarsest layer
l = lmax is given by D/2lmax . Hence, the greater the dis-
parity D, the more layers are required. In our experiments,
we choose lmax = 4 such that the disparity at the coarsest
layer is amply small compared to the size of input images
for the calculation of the POC function.
Step 2: For every layer l = 1, 2, · · · , lmax, calculate the coor-
dinate pl = (pl1, pl2) corresponding to the original reference
point p0 recursively as follows:

pl =

⌊
1
2

pl−1

⌋
=

(⌊
1
2

pl−1 1

⌋
,

⌊
1
2

pl−1 2

⌋)
, (9)

where �x	 denotes the operation to round the element of x to
the nearest integer towards minus infinity.
Step 3: We assume that qlmax

= plmax
in the coarsest layer.

Let l = lmax − 1. (Actually, we can omit the creation of the
lmax–th layer images.)

Step 4: From the l–th layer images Il(n1, n2) and Jl(n1, n2),
extract two sub-images (or image blocks) fl(n1, n2) and
gl(n1, n2) with their centers on pl and 2ql+1, respectively.
For accurate matching, the size of image blocks should be
reasonably large. In our experiments, we use 31 × 31 image
blocks.
Step 5: Estimate the displacement between fl(n1, n2) and
gl(n1, n2) with pixel accuracy using POC-based image
matching, which is the simplified version of the matching
algorithm described in Sect. 2. We eliminate the technique
(i) function fitting and (iii) spectral weighting for simplic-
ity. Only the windowing technique (ii) using Eq. (6) is em-
ployed. The displacement between the two image blocks is
estimated by detecting the position of the maximum value
of the POC function r̂(n1, n2) with pixel accuracy. Let the
estimated displacement vector be δl. The l–th layer corre-
spondence ql is determined as follows:

ql = 2ql+1 + δl. (10)

Step 6: Decrement the counter by 1 as l = l − 1 and repeat
from Step 4 to Step 6 while l ≥ 0. �

3.3 Correspondence Estimation with Sub-Pixel Accuracy

The sub-pixel estimation stage, on the other hand, em-
ploys the sub-pixel window alignment technique illustrated
in Fig. 3.
Procedure for sub-pixel correspondence estimation
Input:

images I0(n1, n2) and J0(n1, n2),
reference point p0 in I0(n1, n2) given with pixel-level
accuracy,
corresponding point q0 in J0(n1, n2) given with pixel-
level accuracy

Output:
reference point p−1 in I0(n1, n2) given with sub-pixel
accuracy,
corresponding point q−1 in J0(n1, n2) given with sub-
pixel accuracy

Step 1: From the original images I0(n1, n2) and J0(n1, n2),
extract N1 × N2 sub-images f (n1, n2) and g(n1, n2) with
their centers on p0 and q0, respectively. For mathemati-
cal simplicity, we assume that the index ranges of the two
sub-images are given by n1 = −M1, · · · ,M1 and n2 =

−M2, · · · ,M2, and hence N1 = 2M1 + 1 and N2 = 2M2 + 1.
Step 2: Set the initial window functions for f (n1, n2)
and g(n1, n2), denoted by w f (n1, n2) and wg(n1, n2), as
w f (n1, n2) = wg(n1, n2) = w(x1, x2)|x1=n1,x2=n2 , where for real
variables x1 and x2, the window function w(x1, x2) is defined
as

w(x1, x2) =

1 + cos

(
πx1

M1

)

2

1 + cos

(
πx2

M2

)

2
.

Instead of the Hanning window function in the above equa-
tion, other window functions such as Hamming, Gaussian,
and Kaiser can also be used.
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Fig. 3 Sub-pixel correspondence search using a sub-pixel window
alignment technique.

Step 3: Estimate the displacement between f (n1, n2) and
g(n1, n2) with sub-pixel accuracy using the POC-based im-
age matching described in Sect. 2. Let the estimated sub-
pixel displacement vector be represented as δ = (δ1, δ2),
where δ1, δ2 < 1. In our experiments, 5 × 5 data points
around the maximum peak of a correlation array are used in
function fitting ((i) in Sect. 2). As for the spectral weight-
ing technique ((iii) in Sect. 2), the parameters U1 and U2 of
the low-pass-type weighting function H(n1, n2) defined in
Eq. (7) are set as U1 = �M1/2� and U2 = �M2/2�, where �x�
denotes the operation to round the element of x to the near-
est integer towards infinity. These parameters are optimized
empirically.
Step 4: Update the window functions w f (n1, n2) and
wg(n1, n2) by shifting their centers as

w f (n1, n2) = w
(
x1 +

δ1
2
, x2 +

δ2
2

)∣∣∣∣∣
x1=n1,x2=n2

,

wg(n1, n2) = w
(
x1 − δ12 , x2 − δ22

)∣∣∣∣∣
x1=n1,x2=n2

.

Step 5: Repeat from Step 3 to Step 4 for specific times.
This is called the “sub-pixel window alignment” technique,
which gradually reduces the sub-pixel error in the estimated
displacement vector. In our experiments, the number of it-
erations is 5.

Even though we did not experience any convergence
problems in our experiments, we cannot ensure that the cal-
culated displacement (δ1, δ2) converges. In our experiments,
the displacement (δ1, δ2) converges after about 2 iterations.
We have experimented with other window functions such as
Hamming, Gaussian, and Kaiser, and found that the conver-
gence property is almost the same. In this paper, we use
ample iteration time (5 iterations) for reliable estimation.
Hence, the computation cost of the sub-pixel window align-
ment technique becomes 5 times as high as that of simple
POC matching without using the technique. However, we
can reduce the number of iterations from 5 to 2 when we
need to reduce computation time.

Step 6: As a result, the final matching points are estimated
with subpixel accuracy as follows:

p−1 = p0 −
δ

2
,

q−1 = q0 +
δ

2
.

�
Note that in some applications we must keep the refer-

ence point unchanged, i.e., p−1 = p0. In this case, we use
the following update equations for window functions:

w f (n1, n2) = w(x1, x2)|x1=n1,x2=n2
,

wg(n1, n2) = w(x1 − δ1, x2 − δ2)|x1=n1,x2=n2
.

Accordingly, the final matching points are given by

p−1 = p0,

q−1 = q0 + δ.

The key point of our proposed technique is to align the
image areas for calculation of the POC function so as to im-
prove the sub-pixel accuracy of POC matching. Note that
we can consider two possible ways of performing sub-pixel
alignment of image areas: image shift and window shift.
Sub-pixel image shift requires interpolation techniques, and
its accuracy is limited by the accuracy of interpolation. It is
much easier to perform sub-pixel shift of the window func-
tion, since the window function is defined on the continuous
variables (x1, x2).

4. Experimental Evaluation of Correspondence Accu-
racy

In this section, we describe a set of experiments for eval-
uating the accuracy of the proposed correspondence search
algorithm. Figure 4 shows the experimental system. Im-
ages are captured with a CCD camera (JAI CVM10 with
Nikon Rayfact TM2514B1 lens), which is mounted on a mi-
cro stage that allows precise alignment of the camera posi-
tion. The camera is fixed with an angle of approximately 30
degrees against the direction of micro stage movement so
that the images taken with the camera have displacements
in both horizontal and vertical directions. The target we use
in the experiments is a wooden board with rich texture. The
board is fixed 45 cm away from the camera in such a way
that it is almost parallel to the focal plane of the CCD cam-
era. The micro stage is moved horizontally 60 times, and
the length of each movement is 15 µm. Images of the board
are taken with the camera at each position. Each image is
the size of 640 × 480 pixels, and captures a 10.5 cm × 8 cm
area of the wooden board.

In general, for high-accuracy sub-pixel correspondence
of small areas, a high S/N ratio is desirable, because the in-
formation contained in an image decreases with the image
size. In our experiments, the S/N ratio of the images taken
with the CCD camera is not so high, and hence we take
30 sequential images of the board at each position, where
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Fig. 4 Experimental system.

Fig. 5 Original image and the coarse images: (a) I0(n1, n2), (b)
I1(n1, n2), (c) I2(n1, n2), (d) I3(n1, n2), and (e) I4(n1, n2).

the 30 static frames are averaged to improve image qual-
ity. This step does not necessarily need to be performed.
However, it is effective for improving the sub-pixel match-
ing accuracy when images taken with the cameras have low
S/N ratios. Of course, it is possible to perform high-quality
image matching without averaging by using low-noise CCD
cameras, when applications require higher accuracy.

The reference image I0(n1, n2) is taken before mov-
ing the camera stage, where we choose a reference point
p0 in advance. Figure 5 shows an original image I0(n1, n2)
taken with the camera and four coarse images Il(n1, n2),
l = 1, · · · , 4, created from I0(n1, n2) in the pixel-level cor-
respondence estimation. At every camera position i (=

Fig. 6 Estimated displacements δi1 in horizontal direction: (a) simple
POC-based image matching, (b) algorithm A, and (c) algorithm B.



TAKITA et al.: A SUB-PIXEL CORRESPONDENCE SEARCH TECHNIQUE FOR COMPUTER VISION APPLICATIONS
1919

Fig. 7 Estimated displacements (δi1, δi2): (a) algorithm A and
(b) algorithm B.

1, 2, · · · , 60), we search the corresponding point with sub-
pixel accuracy. Let the displacement vector between the
reference point in the initial image and the corresponding
point in the i-th image be δi = (δi1, δi2). We evaluate the
performance of the image matching technique in the follow-
ing manner. There are 60 sets of data containing the actual
displacement ∆i [mm] (i.e., the displacement of the micro
stage) and the estimated displacement (δi1, δi2) [pixel]. Ide-
ally, the estimated displacement δi1 (or δi2) must be propor-
tional to ∆i. To evaluate the correspondence accuracy, we
calculate a linear approximation δim = am×∆i (m = 1, 2) in a
least-square sense, where am [pixel/mm] is a constant coeffi-
cient. In this experiment, the parameters a1 and a2 are eval-
uated as a1 � 5.80 [pixel/mm] and a2 � 3.46 [pixel/mm],
respectively. The error εi in displacement estimation at the
i–th position is calculated by

Fig. 8 RMS error versus image size.

εi =
√

(δi1 − a1 × ∆i)2 + (δi2 − a2 × ∆i)2. (11)

We evaluate the following two new algorithms in com-
parison with simple POC-based image matching described
in Sect. 2.
[Algorithm A] The sub-pixel correspondence search algo-
rithm that employs the coarse-to-fine search technique (in
Sect. 3.2) followed by simple sub-pixel POC matching (in
Sect. 2).
[Algorithm B] The sub-pixel correspondence search algo-
rithm that employs the coarse-to-fine search technique (in
Sect. 3.2) followed by the sub-pixel window alignment tech-
nique (in Sect. 3.3).

Figure 6(a) shows the result of displacement estima-
tion using simple POC-based block matching (in Sect. 2) for
various sizes of image blocks, such as 11 × 11, 21 × 21,
31 × 31 and 101 × 101. The horizontal axis represents the
actual displacement ∆i [mm] of the camera, and the verti-
cal axis represents the estimated horizontal displacement δi1
[pixel]. Figures 6(b) and (c) show the results when using
the new algorithms A and B, respectively. From Fig. 6(a),
we can see that the simple algorithm tends to show some
inconsistency as the block size decreases, and that the algo-
rithm fails completely when the image size is 11 × 11. In
Fig. 6(b) (algorithm A), the plots lie on the same line for
N1 = N2 � 21, while systematic stepwise error is observed
when the block size is 11 × 11. Using the sub-pixel win-
dow alignment technique, this error is reduced significantly
as shown in Fig. 6(c) (algorithm B).

Figures 7(a) and (b) show the effect of the sub-pixel
window alignment technique more clearly, where the dis-
placements δi1 and δi2 are plotted for the cases of (a) al-
gorithm A and (b) algorithm B. Ideally, the displacements
(δi1, δi2) (i = 1, 2, · · · , 60) lie on a straight line. In Fig. 7(a),
however, some discontinuity is observed. The error can be
significantly reduced using the sub-pixel window alignment
technique as shown in Fig. 7(b). Figure 8 shows the impact
of the sub-pixel window alignment technique on the reduc-
tion of the RMS (Root Mean Square) error in displacement
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estimation. The sub-pixel window alignment technique is
highly effective especially for smaller image sizes.

5. Application to 3D Measurement

In this section, we implement a high-accuracy 3D measure-
ment system using stereo vision by applying our proposed
correspondence search algorithm. In stereo vision, area-
based matching methods are frequently used to determine
correspondences between stereo images (usually with pixel-
level accuracy). The overall accuracy of 3D measurement
system is mainly determined by (i) the baseline length be-
tween two cameras and (ii) the accuracy of estimated dis-
parity between corresponding points. A conventional ap-
proach to high-accuracy 3D measurement is to employ a
wide-baseline camera pair combined with edge-based corre-
spondence matching. In this approach, only limited number
of corresponding points located on edges can be used for
3D reconstruction. On the other hand, the area-based cor-
respondence matching technique (which must be combined
with narrow-baseline stereo cameras to avoid projective dis-
tortion between stereo images) makes possible to increase
the number of corresponding points. However, the accuracy
of the area-based approach is severely restricted by the nar-
row baseline between cameras. Our initial observation [10]
shows that POC-based sub-pixel correspondence matching
makes possible high-accuracy 3D surface reconstruction of
a target object, even if the baseline between two cameras
is relatively short. Also, the proposed technique is robust
to intensity variation between stereo images. This section
analyzes the impact of the proposed correspondence search
technique on the accuracy of 3D measurement system.

In stereo vision, at least two images from different
viewpoints are required for disparity estimation as illus-
trated in Fig. 9(a), where we assume parallel cameras for
simplicity. The 3D coordinate P0 = (x, y, z) is a real world
point, which is projected to p0 and q0 on the left and right
camera images, I0(n1, n2) and J0(n1, n2), respectively. To
determine the 3D coordinate P0, we need to calibrate the
cameras in advance and to know the corresponding points
p0 and q0. The proposed correspondence search technique
is used to find p0 and q0 in stereo images.

Figure 9(b) shows the experimental system for evaluat-
ing the accuracy of 3D measurement. We measure a wooden
board using the same camera system as described in the pre-
vious section. Two images are taken at two camera posi-
tions with a distance of only 1 cm by moving the camera on
the micro stage. The wooden board is placed 30 cm away
from the camera and is set slightly panned with respect to
the focal plane of the camera. The baseline is so narrow
that almost no projective distortion is observed. This en-
ables our stereo system to measure objects with various de-
grees of pan. The size of images taken with the camera is
640× 480 and approximately 5000 points are chosen as ref-
erence points for correspondence search and disparity esti-
mation. The block size used for matching is 15 × 15.

In general, for the case of using area-based method, it is

Fig. 9 3D measurement based on stereo vision: (a) the principle and (b)
the experimental system.

Fig. 10 Calibration object.

important to adjust the baseline length of the stereo cameras
to reduce projective image distortion. We are now study-
ing the design of a high-accuracy multi-camera 3D mea-
surement system, where 3 pairs of narrow-baseline stereo
cameras are employed with the POC-based correspondence
search technique (see [10] for earlier discussion on this
topic). The proposed sub-pixel correspondence search tech-
nique is useful in such applications.

We calibrate the camera at each position with a con-
ventional method [8], where the object with the checker
pattern shown in Fig. 10 is used. We detect the corners
on the checker pattern using the Harris corner detector
[11], and determine the corresponding corners in stereo im-
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Fig. 11 Disparity maps of the wooden board: (a) conventional pixel-level correspondence search
algorithm, (b) algorithm A, and (c) algorithm B.

Fig. 12 Reconstructed 3D surfaces of the wooden board: (a) conventional pixel-level correspondence
search algorithm, (b) algorithm A, and (c) algorithm B.

ages. Using these information, we determine the basic cam-
era parameters, such as the relative rotation/translation be-
tween the cameras and lens distortion parameters, which are
needed to reconstruct 3D coordinates of the target object.
After the camera calibration, we take two images at two
camera positions, and determine 5000 correspondences be-
tween the two images. We calculate disparity vectors for the
5000 pairs of corresponding points.

Figures 11(a), (b), and (c) show the measured dispar-
ity (i.e., length of a disparity vector), where (a) is the case
of a conventional pixel-level correspondence search algo-
rithm, and (b) and (c) are the cases of algorithms A and B
(described in Sect. 4), respectively. In Fig. 11(a), we can
see stepwise disparity error clearly. This error is signifi-
cantly reduced in the algorithm A as shown in Fig. 11(b).
The algorithm B (shown in Fig. 11(c)) produces a smooth
disparity change, which directly reflects the flat surface of

the wooden board. Figures 12(a), (b), and (c) reconstruct
the 3D coordinates of surface of the board using the dis-
parity maps of Figs. 11(a), (b) and (c), respectively. Fig-
ure 12(c) clearly shows that the sub-pixel window alignment
technique achieves higher accuracy in 3D reconstruction.

The reconstruction accuracy is evaluated by fitting an
ideal plane to the 3D surface data in Figs. 12(a), (b), and
(c) by least squares. The error is evaluated by calculating
the distances of the measured points from the ideal plane.
Table 1 shows the evaluated RMS errors. While the RMS
error is 1.54 mm when using the conventional pixel-level
correspondence search algorithm, the RMS error decreases
to 0.39 mm when using algorithm A and to 0.20 mm when
using algorithm B. This result clearly demonstrates the sig-
nificant impact of the proposed method on the accuracy of
3D measurement.
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Table 1 Comparison of RMS errors in 3D measurement.

RMS error [mm]

Conventional pixel-level
1.54correspondence search algorithm

Algorithm A 0.39
Algorithm B 0.20

6. Conclusion

In this paper, we have proposed a high-accuracy correspon-
dence search algorithm, which employs (i) a POC-based
image matching technique, (ii) a coarse-to-fine search tech-
nique for pixel-level correspondence estimation, and (iii) a
sub-pixel window alignment technique for sub-pixel corre-
spondence estimation. Experimental evaluation of matching
accuracy shows that the proposed method makes possible
to estimate image displacements with approximately 0.05-
pixel accuracy when using 11 × 11 image blocks. We have
also implemented a high accuracy 3D measurement sys-
tem using the proposed technique. Our system can achieve
sub-mm accuracy in 3D measurement, even when the base-
line length between stereo cameras is 1 cm and the camera-
object distance is about 30 cm. Also, we are planning to
apply the proposed technique to improve the performance
of POC-based industrial vision sensors developed by our
business-academia collaboration (see [12] for example).
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