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Abstract—Mobile phones have become indispensable and pow-
erful digital devices to use many services. To protect mobile
devices and stored data, biometric authentication would play
an important role. This paper proposes a contactless palmprint
recognition algorithm for mobile phones which combines a hand
segmentation algorithm using skin-color thresholding and region
growing and a palmprint matching algorithm using phase-based
correspondence matching with distortion correction. Experimen-
tal evaluation using palmprint image databases demonstrates
efficient performance of the proposed algorithm compared with
conventional algorithms. We also implement the proposed palm-
print recognition algorithm on HTC Nexus One.

Index Terms—palmprint recognition, contactless, mobile
phones, phase-only correlation

I. INTRODUCTION

With the rapid growth of mobile computing technology,
mobile phones have become indispensable and powerful dig-
ital devices to use many services requiring reliable user
identification such as electronic account settlement in on-line
shopping and banking and to store personal data and financial
information. To protect mobile devices and stored data, even
if mobile phones are lost or stolen, biometric authentication
would play an important role. Fingerprint-based or face-based
user authentication has been already embedded in some of
mobile phones, but there are problems in practical use. In the
case of a fingerprint, a fingerprint sensor must be embedded in
a mobile phone. In the case of a face, significant computational
resources are required to address facial expression changes,
pose variations, etc. On the other hand, a palmprint can be
easily taken by a built-in camera of mobile phone and exhibits
reliable authentication as well as a fingerprint [1].

Various palmprint recognition algorithms have been pro-
posed in the literatures [2]. Almost all algorithms assume
that a hand is fixed on a system when a palmprint image
is captured. Hence, a central region of a palm, which is a
Region Of Interest (ROI) used in the matching process, can
be easily extracted by using simple pixel-value thresholding.
The palmprint recognition system for mobile devices has been
proposed by Han, et al. [3]. In this system, the users must ad-
just the position of their hand to the frame during hand image
capturing in order to capture the images with little rotation,
translation and scale variation. It may result in inconvenience
for users. Also, the coding-based matching algorithms [4]–[6]
have been successfully applied, since extracted ROIs contain

only minute displacements. In practical situation, a simple
thresholding approach cannot be applied to extract ROIs, since
background does not have a uniform color, and the recognition
performance of matching algorithms may drop significantly,
since ROIs are deformed by variations in hand pose.

In order to address the above problems and to effectively
utilize the limited computational resources of mobile phones,
this paper proposes a novel contactless palmprint recognition
algorithm which consists of the preprocessing and matching
steps. The preprocessing step extracts a hand from the input
image using skin-color thresholding and region growing, de-
tects keypoints [7], and extracts a ROI [4]. The matching step
normalizes affine transformation between ROIs according to
the correspondence between ROIs obtained by using phase-
based correspondence matching [8] and then calculates the
matching score. Experimental evaluation using palmprint im-
age databases demonstrates efficient performance of the pro-
posed algorithm compared with conventional algorithms. We
also implement the proposed palmprint recognition algorithm
on HTC Nexus One.

II. ALGORITHM OVERVIEW

The proposed algorithm assumes that the users capture their
left hand turned sideways with the mobile phone camera. To
support users to capture their palmprint images, we prepare the
guide as shown in Fig. 1. So, the users can be encouraged to
roughly fit their palm within the red box. The captured images
have different scale, rotation, translation and distortion due
to variations in hand pose. The proposed algorithm consists
of 2 stages: (i) enrollment stage and (ii) matching stage as
shown in Fig. 2. In the enrollment stage, the preprocessing is
performed to extract ROIs from the registered image captured
by mobile phone camera and the extracted ROIs are stored
in the database. In the matching stage, the preprocessing is
performed to extract a ROI from the input image, and then
the matching score between the input and registered ROIs is
calculated by the proposed matching algorithm. The following
sections describe the details of the preprocessing step and the
matching step.

III. PREPROCESSING

This section describes the preprocessing algorithm to extract
a ROI. The proposed algorithm assumes that the users capture
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Fig. 1. Guide for capturing the palmrpint image.
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Fig. 2. Flow diagram of the proposed algorithm.

their left hand turned sideways and the size of captured images
is 640× 480 pixels as shown in Fig. 3 (a).

In general, the procedure for preprocessing consists of 5
steps: (i) binarizing the images, (ii) extracting contour of
hand, (iii) detecting keypoints, (iv) establishing a coordinate
system and (v) extracting the ROI [9]. In the case of images
captured by the mobile phone camera, the background of
images does not usually have a uniform color, so the accurate
binarization method to segment a hand is the most important
for preprocessing. Using the limited computational resources
of mobile phones, we employ skin-color thresholding and
region growing [10] to segment a hand from the image with
complex background. The proposed preprocessing consists of
5 steps: (i) cropping and shrinking the image, (ii) binarizing
the image, (iii) calculating the radial distance function, (iv) de-
tecting keypoints and (v) extracting the ROI. Fig. 3 shows
the overview of the preprocessing. The followings describe
detailed process of each step.
(i) Image cropping and shrinking

In order to extract ROI, the keypoints located at the bottom
of gaps between index and middle fingers and between ring
and little fingers have to be extracted [4]. The keypoints
are located at a right half of the captured image, since the
user captures his/her left hand turned sideways as shown in
Fig. 3 (a). To reduce the computational cost, we extract the
right half of the image and shrink it by 50% as shown in
Fig. 3 (b).
(ii) Binarization

This step is to segment a hand by using image binarization
as shown in Fig. 3 (c). The proposed binarization method em-
ploys skin-color thresholding and region growing. We convert
the RGB color space to the HSV color space for skin-color
thresholding. Through a learning process, we make a lookup
table in the H–S color space to detect pixels having skin color.
In this paper, we use 373 hand images in the learning process,
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Fig. 3. Example of preprocessing: (a) image captured by mobile phone
camera, (b) image used to detect keypoints, (c) binarized image and extracted
contour, (d) radial distance function, (e) detected keypoints and ROI and (f)
extracted ROI.

which do not include the image set in experiments. Applying
the lookup table to the whole image, we cannot segment only
a hand from the image due to changes in the environment
such as lighting, background, etc. Therefore, the skin-color
thresholding is applied only to the small region in the center of
left side as shown in Fig. 4 (b). And then, we apply the region
growing [10] to segment the whole hand, where the region
growing starts from the extracted small region. Figs. 4 (c)–(g)
show examples of the progress of region growing.
(iii) Radial distance function

This step is to calculate the radial distance function [7].
At first, we obtain boundaries of the binarized image using a
boundary tracking algorithm. Next, we calculate the distance
from the reference point located at the center of left side
(Fig. 3 (c)) to all other points to obtain the radial distance
function as shown in Fig. 3 (d). The 3 minima of the radial
distance function, which are indicated by “∗” in Fig. 3 (d),
correspond to the bottom of gaps between fingers.
(iv) Keypoint detection

By finding the minima of the radial distance function, the
bottom of gaps between fingers can be detected as keypoints.
However, depending on the segmentation results, such as
Fig. 5 (b), there are more than 3 minima including wrong
keypoints as shown in Figs. 5 (c) and (d). If more than 3
minima are detected, we use the relationship among valley
points between index–middle fingers, middle–ring fingers and
ring–little fingers to remove wrong keypoints. We select 3
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Fig. 4. Example of binarization: (a) input image for binarization, (b) initial
region extraction using skin-color thresholding, and (c)–(g) binarization using
region growing to segment a hand.

points from the detected minima of the radial distance function
and make a triangle. If the selected 3 points correspond to
correct keypoints, the triangle created by selected 3 points
should be an isosceles triangle. Among all the combinations
of 3 points, we select the combination which structure is the
most similar to an isosceles triangle as keypoints.
(v) ROI extraction

This step is to extract the ROI using the position of detected
keypoints. We obtain the perpendicular bisector of the line
segment between valley points of index–middle fingers and
ring–little fingers to determine the centroid of the ROI. We
extract the ROI of fixed size as shown in Fig. 3 (e), which
is centered at the centroid, to normalize the scaling of ROI.
The upper and lower hems of the ROI are parallel to the
perpendicular bisector of the line segment between keypoints
to normalize the rotation of ROI [4]. Fig. 3 (f) shows the
extracted ROI. In this paper, ROI is 160 × 160 pixels with
grayscale color.

IV. MATCHING

This section describes the matching algorithm to calculate
the matching score between ROIs. One of the most successful
palmprint matching algorithms is feature-based matching al-
gorithms such as Competitive Code [5] and Ordinal Code [6].
The feature-based matching algorithms assume that scale,
rotation and translation between ROIs have been already nor-
malized by preprocessing. In the case of images captured by
mobile phone camera, the recognition performance of feature-
based matching algorithms may drop significantly, since ROIs
are deformed by variations in hand pose. We correct the affine
transformation between ROIs according to the result of phase-
based correspondence matching [8] and then calculate the
matching score. The proposed matching algorithm consists
of 2 steps: (i) geometric correction and (ii) matching score
calculation. The followings describe details of each step.
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Fig. 5. Valley point detection: (a) input image, (b) binarized image, (c) radial
distance function and detected minima, (d) detected minima on input image
and (e) correct keypints on input image.

(i) Geometric correction

This step is to correct the affine transformation between
ROIs. At first, we set the 16 reference points on the registered
ROI and obtain the correspondence points on the input ROI
using phase-based correspondence matching [8]. To estimate
parameters of affine transformation, we use a set of corre-
sponding point pairs which similarity is over threshold in
Fig. 6 (a). Fig. 6 (b) shows the ROIs after geometric correction.

(ii) Matching score calculation

Although the global transformation between ROIs can be
corrected in the previous step, nonlinear distortion between
ROIs still remains. In the proposed algorithm, we employ
Band-Limited Phase-Only Correlation (BLPOC) [11] to calcu-
late the matching score taking account of nonlinear distortion.
First, we extract 9 blocks with 32×32 pixels as shown in blue
boxes of Fig. 6 (b) and estimate minute translations between
each block pair by using BLPOC. Next, we extract local
blocks of the registered ROI which centroids are displaced
by the estimated minute translations as shown in red boxes
of Fig. 6 (b). Then, we calculate BLPOC function between
each block pair, take the average of a set of BLPOC functions
and obtain the matching score as the highest peak value of the
average BLPOC function.
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(a)
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Fig. 6. Example of palmprint matching: (a) result of corresponding matching
where ∗ indicates the reliable corresponding point pairs and (b) extracted local
blocks for matching score calculation.

TABLE I
ACCURACY OF PREPROCESSING FOR ALGORITHMS (A) AND (B).

Algorithm Extracted Correct Stability
ROIs ROIs

(A)
556 483

86.9%(92.7%) (80.5%)

(B) 559 520 93.0%
(93.2%) (86.7%)

V. EXPERIMENTS AND DISCUSSION

This section describes experiments to evaluate performance
of the proposed algorithm.

First, the performance of the preprocessing stage is evalu-
ated using our palmprint database where the palmprint images
are captured by an HTC Android DevPhone2. We do not give
any instructions to subjects when subjects capture their left
hand. Thus, the images in the database are captured under
practical situation. Our database consists of 600 images with
30 subjects and 20 different images of each subject. The
interval between first and second 10 images is about one
week. To demonstrate effectiveness of the proposed algorithm,
we compare 2 algorithms: (A) the preprocessing algorithm
with only skin-color thresholding and (B) the preprocessing
algorithm with skin-color thresholding and region growing.
In the algorithm (A), we apply skin-color thresholding to the
whole image to segment a hand. Fig. 7 shows examples of
extracted ROIs using the algorithms (A) and (B). Table I
shows the summary of experimental results for algorithms (A)
and (B). “Correct ROIs” indicates the number of ROIs after
manually removing wrong ROIs. “Stability” indicates the ratio
of (Correct ROIs) / (Extracted ROIs). As shown in Fig. 7, the
algorithm (B) exhibits more stable results than the algorithm
(A). The failure cases of the algorithm (B) are mostly due to
background including skin-like color such as hands of other
persons, carpet, cardboard, etc.

Next, the perfomance of the matching stage is evaluated

: (A) : (B)

Fig. 7. Examples of extracted ROIs (the blue and red boxes indicate the
results of algorithms (A) and (B), respectively.).

TABLE II
EERS [%] OF THE PALMPRINT MATCHING ALGORITHMS FOR EACH

DATABASE.

Algorithm PolyU CASIA DevPhone

CompCode [5] 0.805 8.102 8.405
OrdiCode [6] 0.622 5.879 8.169
BLPOC [11] 0.425 6.752 14.496

Proposed 0.051 0.488 4.072

using the public palmprint databases and our database. In
this experiment, we use PolyU palmprint database ver.2 [12],
and CASIA palmprint database [13]. The PolyU palmprint
database ver.2 (PolyU) consists of 7,752 contact palmprint
images with 386 subjects and about 20 different images of
each subject. The CASIA palmprint database (CASIA) con-
sists of 5,239 contactless palmprint images with 301 subjects
and about 8 different images of each left and right palm.
Our database (DevPhone) consists of 520 images with 30
subjects and about 20 different images of each subject, where
we use only images from which we can extract correct ROIs
in the above experiment. The numbers of genuine pairs are
74,068 for PolyU, 20,584 for CASIA and 4,346 for DevPhone,
while the numbers of impostor pairs are 29,968,808 for PolyU,
13,700,357 for CASIA and 130,594 for DevPhone. The per-
formance is evaluated by the Equal Error Rate (EER) which is
defined as the error rate where false reject rate and false accept
rate are equal. In this experiment, we compare 4 different
algorithms: CompCode [5], OrdiCode [6], BLPOC [11] and
the proposed algorithm. Table II shows the summary of EERs
for each database. The proposed algorithm shows highest
performance under both fixed and unconstrained conditions.
Therefore, the proposed matching algorithm is more suitable
for practical situation than the conventional algorithms.

We implement the proposed algorithm on an HTC Nexus
One (CPU: Qualcomm Snapdragon QSD8250 (1GHz), RAM:
512MB, OS: Android 2.3.4, Camera: 5M resolution with auto-
focus). The computation time for preprocessing and matching
is about 0.6sec and about 0.4sec, respectively. It indicates that
the proposed algorithm is suitable for the practical use in the
mobile phones.
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VI. CONCLUSION

This paper has proposed a contactless palmprint recognition
algorithm for mobile phones. Through a set of experiments
using palmprint image databases, the proposed algorithm
exhibits efficient performance compared with the conventional
algorithms. In future work, we will implement the proposed
algorithm on various mobile phones and perform a large-
scale experiment to work toward practical use of the proposed
algorithm.
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