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A Palmprint Recognition Algorithm Using Phase-Only Correlation
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SUMMARY This paper presents a palmprint recognition algorithm us-
ing Phase-Only Correlation (POC). The use of phase components in 2D
(two-dimensional) discrete Fourier transforms of palmprint images makes
it possible to achieve highly robust image registration and matching. In
the proposed algorithm, POC is used to align scaling, rotation and transla-
tion between two palmprint images, and evaluate similarity between them.
Experimental evaluation using a palmprint image database clearly demon-
strates efficient matching performance of the proposed algorithm.
key words: biometrics, palmprint recognition, security, image recognition,
phase-only correlation

1. Introduction

With the increased demands in reliable personal identifica-
tion, biometric authentication has been receiving much at-
tention over the past decade [1]. Biometric authentication
is to identify individuals using physiological or behavioral
characteristics, such as fingerprint, face, iris, hand, gait, ges-
ture, etc. Biometrics provides better security and greater
convenience than the traditional authentication using pass-
words, keys and numbers, since passwords or numbers may
be forgotten, and keys may be stolen or lost. Among many
biometric techniques, palmprint recognition is one of the
most reliable approaches, since a palm, the large inner sur-
face of a hand, contains many features such as principle
lines, ridges, minutiae points, singular points and texture
[2].

Previous works on palmprint recognition employ the
feature-based approach which is to extract feature vectors
corresponding to individual palmprint images and perform
palmprint matching based on some distance metrics [2]–[5].
In some papers, geometrical and structural features of prin-
ciple lines [2], ridges and minutia points [3] are used for
palmprint matching. The other papers employ Gabor filters
to extract palmprint features [2], [4], [5]. One of the difficult
problems in feature-based palmprint recognition is that the
matching performance is significantly influenced by many
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parameters in feature extraction process, which may vary
depending on environmental factors of palmprint image ac-
quisition.

This paper presents an efficient algorithm for palmprint
recognition using Phase-Only Correlation (POC) — an im-
age matching technique using the phase components in 2D
Discrete Fourier Transforms (DFTs) of given images. The
technique has been successfully applied to sub-pixel image
registration tasks for computer vision applications [6], [7].
In our previous works [8]–[10], we have proposed a fin-
gerprint recognition algorithm using POC, which has al-
ready been implemented in actual fingerprint verification
units [11]. We have also proposed an iris recognition algo-
rithm using POC [12]. In this paper, we demonstrate that the
POC technique is also highly effective for palmprint recog-
nition. Experimental evaluation using the PolyU palmprint
database [13] clearly demonstrates efficient matching per-
formance of the proposed algorithm compared with a con-
ventional feature-based algorithm.

This paper is organized as follows: Sect. 2 describes
the fundamental definition of POC, the modified version of
POC for biometric authentication, and the scaling and ro-
tation estimation method using POC. Section 3 describes
a palmprint recognition algorithm using POC. Section 4
presents a set of experiments for evaluating recognition per-
formance of the proposed algorithm. In Sect. 5, we end with
some conclusions.

2. Phase-Only Correlation

2.1 Fundamental Definition

We introduce the principle of the Phase-Only Correlation
(POC) function (which is sometimes called the “phase-
correlation function”) [6], [7], [14].

Consider two N1×N2 images, f (n1, n2) and g(n1, n2),
where we assume that the index ranges are n1 =

−M1, · · · ,M1 (M1 > 0) and n2 = −M2, · · · ,M2 (M2 > 0),
and hence N1 = 2M1+1 and N2 = 2M2+1. Note that we as-
sume here the sign symmetric index ranges {−M1, · · · ,M1}
and {−M2, · · · ,M2} for mathematical simplicity. The dis-
cussion could be easily generalized to non-negative index
ranges with power-of-two image size. Let F(k1, k2) and
G(k1, k2) denote the 2D DFTs of the two images, which are
given by
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F(k1, k2) =
∑

n1,n2

f (n1, n2)Wk1n1
N1

Wk2n2
N2

= AF(k1, k2)e jθF (k1,k2), (1)

G(k1, k2) =
∑

n1,n2

g(n1, n2)Wk1n1
N1

Wk2n2
N2

= AG(k1, k2)e jθG(k1,k2), (2)

where k1 = −M1, · · · ,M1, k2 = −M2, · · · ,M2, WN1 =

e− j 2π
N1 , WN2 = e− j 2π

N2 , and
∑

n1,n2
denotes

∑M1
n1=−M1

∑M2
n2=−M2

.
AF(k1, k2) and AG(k1, k2) are amplitude components, and
θF(k1, k2) and θG(k1, k2) are phase components. The cross-
phase spectrum RFG(k1, k2) is given by

RFG(k1, k2) =
F(k1, k2)G(k1, k2)

|F(k1, k2)G(k1, k2)| = e jθ(k1,k2), (3)

where G(k1, k2) is the complex conjugate of G(k1, k2) and
θ(k1, k2) denotes the phase difference θF(k1, k2) − θG(k1, k2).
The POC function rfg(n1, n2) is the 2D Inverse DFT (2D
IDFT) of RFG(k1, k2) and is given by

rfg(n1, n2) =
1

N1N2

∑

k1,k2

RFG(k1, k2)

×W−k1n1
N1

W−k2n2
N2
, (4)

where
∑

k1,k2
denotes

∑M1

k1=−M1

∑M2

k2=−M2
. When two images

are similar, their POC function gives a distinct sharp peak.
When two images are not similar, the peak drops signifi-
cantly. The height of the peak gives a good similarity mea-
sure for image matching, and the location of the peak shows
the translational displacement between the images. Other
important properties of POC used for biometric authenti-
cation tasks is that it is not influenced by image shift and
brightness change, and it is highly robust against noise. See
[8] for detailed discussions.

2.2 Band-Limited Phase-Only Correlation (BLPOC)

We have proposed the idea of BLPOC (Band-Limited
Phase-Only Correlation) function for efficient matching of

fingerprint images considering the inherent frequency com-
ponents of their images [8]. Through a set of experiments,
we have found that the same idea is also very effective for
palmprint images. The idea of the BLPOC function is to
eliminate meaningless high frequency components in the
calculation of cross-phase spectrum RFG(n1, n2) depending
on the inherent frequency components of palmprint images.
The original POC function rfg(n1, n2) emphasizes the high
frequency components, which may have less reliability. We
observe that this reduces the height of the correlation peak
significantly even if the given two images are captured from
the same person. On the other hand, the BLPOC function
allows us to evaluate the similarity using the inherent fre-
quency band within palmprint textures.

Assume that the ranges of the inherent frequency band
are given by k1 = −K1, · · · ,K1 and k2 = −K2, · · · ,K2, where
0≤K1≤M1 and 0≤K2≤M2. Thus, the effective size of fre-
quency spectrum is given by L1 = 2K1+1 and L2 = 2K2+1.
The BLPOC function is given by

rK1K2

fg (n1, n2) =
1

L1L2

∑

k1,k2

′
RFG(k1, k2)

×W−k1n1
L1

W−k2n2
L2
, (5)

where n1 = −K1, · · · ,K1, n2 = −K2, · · · ,K2, and
∑′

k1,k2
de-

notes
∑K1

k1=−K1

∑K2

k2=−K2
. Note that the maximum value of the

correlation peak of the BLPOC function is always normal-
ized to 1 and does not depend on L1 and L2.

The peak location of the BLPOC function also indi-
cates the translational displacement between two images as
well as that of the POC function. Note, however, that in the
case of the BLPOC function, we have to convert the peak
location into the displacement according to the following
procedure, since the peak location of the BLPOC function
does not directly denote the displacement between two im-
ages. We first estimate the true peak position (δ̃1, δ̃2) of the
BLPOC function using the function fitting technique [7] or
PEF (Peak Evaluation Formula) [15] based on the closed-
form peak model of the POC function. Then, we normalize
(δ̃1, δ̃2) according to the parameters K1/M1 and K2/M2 to
obtain the sub-pixel displacement (δ1, δ2) as follows

(a) (b) (c) (d)

Fig. 1 Example of genuine matching using the original POC function and the BLPOC function: (a)
Input palmprint image f (n1, n2), (b) registered palmprint image g(n1, n2), (c) original POC function
rfg(n1, n2) and (d) BLPOC function rK1 K2

fg (n1, n2) with K1/M1 = 0.5 and K2/M2 = 0.5.
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(a)

(b)

(c)

(d)

Fig. 2 Scaling and rotation estimation using POC: (a) The input image
and the registered image, (b) the amplitude spectra of images, (c) enhanced
amplitude spectra and (d) log-polar mappings of the amplitude spectra.

δ1 = δ̃1 × 2M1 + 1
2K1 + 1

, δ2 = δ̃2 × 2M2 + 1
2K2 + 1

. (6)

Our observation shows that the accuracy of displacement es-
timation using the BLPOC function is comparable with that
of using the POC function. In this paper, we employ the
BLPOC function to estimate the translational displacement
between images.

Figure 1 shows an example of genuine matching us-
ing the original POC function rfg(n1, n2) and the BLPOC

function rK1K2

fg (n1, n2). The BLPOC function provides the
higher correlation peak and better discrimination capability
than that of the original POC function.

2.3 Scale Factor and Rotation Angle Estimation Using
POC

The translation estimation method using POC can be ex-
tended to the registration for images including translation,
rotation and scaling simultaneously [7]. We employ the
log-polar mapping of the amplitude spectrum to transform
the image scaling and rotation into image translation. The
scale factor and rotation angle are estimated by detecting
the corresponding translational displacements using POC.
We summarize the procedure for estimating the scale fac-
tor κ and the rotation angle θ between images f (n1, n2) and
g(n1, n2) as follows (see [7] for detailed discussions).

1. Calculate 2D DFTs of f (n1, n2) and g(n1, n2) to obtain
F(k1, k2) and G(k1, k2).

2. Calculate amplitude spectra |F(k1, k2)| and |G(k1, k2)|
and treat them as real-valued images (Fig. 2(b)).
For natural images, most energy is concentrated in
low-frequency domain. Hence, we had better to
use log{|F(k1, k2)| + 1} and log{|G(k1, k2)| + 1} (or√|F(k1, k2)| and

√|G(k1, k2)|) instead of |F(k1, k2)| and
|G(k1, k2)| (Fig. 2(c)).

3. Calculate the log-polar mappings |FLP(k′1, k
′
2)| and

|GLP(k′1, k
′
2)| (Fig. 2(d)).

4. Estimate the image displacement between |FLP(k′1, k
′
2)|

and |GLP(k′1, k
′
2)| using the peak location of the BLPOC

function rK1K2

|FLP ||GLP |(n1, n2) to obtain κ and θ.

3. Palmprint Recognition Algorithm

In this section, we present a palmprint recognition algorithm
using POC. The proposed algorithm consists of four steps:
(i) scaling and rotation alignment, (ii) translation alignment,
(iii) effective region extraction and (iv) matching score cal-
culation (Fig. 3).
Step 1: Scaling and rotation alignment

We need to normalize scaling, rotation and translation
between the input image f (n1, n2) and the registered image
g(n1, n2) in order to perform the high-accuracy palmprint
matching.

At first, we reduce the effect of background compo-
nents in palmprint images by applying 2D spatial window
to the two images f (n1, n2) and g(n1, n2). The 2D spatial
window is applied at the center of gravity of each palmprint
to align scaling, rotation and translation between the two
images f (n1, n2) and g(n1, n2) correctly. In this paper, we
use 2D Hanning window as 2D spatial window. The center
of gravity (c1, c2) of each palmprint is detected as follows
(Fig. 5): (i) compute n2-axis projection pn2 (n1) and n1-axis
projection pn1 (n2) of pixel values as
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procedure Palmprint recognition using POC
Input

f (n1, n2): the palmprint image to be identified,
g(n1, n2): the registered palmprint image;

Output
the matching score between f (n1, n2) and g(n1, n2);

1. begin
2. detect the center of gravity of each palmprint using

pixel-value projection;
3. apply 2D spatial window to the two images f (n1, n2)

and g(n1, n2) at the center of gravity of each palmprint
to obtain fw(n1, n2) and gw(n1, n2);

4. estimate the scale factor κ and the rotation angle θ
between fw(n1, n2) and gw(n1, n2) using the method
described in Sect. 2.3 and obtain the scale- and
rotation-normalized image gwκθ(n1, n2);

5. estimate the translational displacement (δ1, δ2)
between fw(n1, n2) and gwκθ(n1, n2) using BLPOC
and obtain the normalized images f ′(n1, n2) and
g′(n1, n2);

6. extract the effective palmprint regions f ′′(n1, n2) and
g′′(n1, n2) from f ′(n1, n2) and g′(n1, n2) using
pixel-value projection;

7. calculate the BLPOC function rK1K2
f ′′g′′ (n1, n2);

8. compute the sum of the highest P peaks of
rK1K2

f ′′g′′ (n1, n2) as the matching score
9. end.

Fig. 3 Palmprint recognition algorithm using POC.

pn2 (n1) =
M2∑

n2=−M2

f (n1, n2)/N2, (7)

pn1 (n2) =
M1∑

n1=−M1

f (n1, n2)/N1, (8)

(ii) compute the mean values μpn2
and μpn1

for the two pro-
jections pn2 (n1) and pn1 (n2), respectively, and (iii) define the
center of gravity (c1, c2) as

c1 = {max({n1|pn2 (n1) ≥ μpn2
,−M1 ≤ n1 ≤ M1})

+min({n1|pn2 (n1) ≥ μpn2
,−M1 ≤ n1 ≤ M1})}/2, (9)

c2 = {max({n2|pn1 (n2) ≥ μpn1
,−M2 ≤ n2 ≤ M2})

+min({n2|pn1 (n2) ≥ μpn1
,−M2 ≤ n2 ≤ M2})}/2. (10)

Figure 4(a) shows the palmprint images and their centers of
gravity, and (b) shows the palmprint images, fw(n1, n2) and
gw(n1, n2), after applying 2D Hanning window.

Next, we estimate the scale factor κ and the rotation
angle θ using the technique described in Sect. 2.3. Using κ
and θ, we obtain a scaling- and rotation-normalized image
gwκθ(n1, n2).
Step 2: Translation alignment

Then, we align the translational displacement between
fw(n1, n2) and gwκθ(n1, n2) using the technique described in
Sect. 2.2. Thus, we have normalized versions of the input
image and the registered image as shown in Fig. 4(c), which
are denoted by f ′(n1, n2) and g′(n1, n2).
Step 3: Effective region extraction

This step is to extract the effective region of the two

(a)

(b)

(c)

(d)

Fig. 4 Scaling, rotation and displacement alignment and effective region
extraction: (a) The input image f (n1, n2), the registered image g(n1, n2),
and their centers of gravity, (b) images, fw(n1, n2) and gw(n1, n2), af-
ter applying 2D Hanning window, (c) normalized images f ′(n1, n2) and
g′(n1, n2), and (d) extracted effective regions f ′′(n1, n2) and g′′(n1, n2).

images f ′(n1, n2) and g′(n1, n2). This process improves the
accuracy of palmprint matching, since the non-overlapped
areas of the two images become the uncorrelated noise com-
ponents in the BLPOC function. The effective palmprint ar-
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Fig. 5 Center of gravity detection using pixel-value projection.

eas in the input image f ′(n1, n2) and the registered image
g′(n1, n2) are extracted as follows: (i) detect the centers of
gravity, (c f ′

1 , c
f ′
2 ) and (cg

′
1 , c

g′
2 ), of two images using the pro-

cedure described in Step 1, (ii) compute the mean values of
the two centers of gravity as

c̄1 = (c f ′
1 + cg

′
1 )/2, c̄2 = (c f ′

2 + cg
′

1 )/2, (11)

(iii) extract m1 × m2 regions centered on (c̄1, c̄2) from
f ′(n1, n2) and g′(n1, n2). Through the above procedure, only
the common effective image areas, f ′′(n1, n2) and g′′(n1, n2),
with the same size (m1×m2 pixels) are extracted for the suc-
ceeding image matching step (Fig. 4(d)).
Step 4: Matching score calculation

We calculate the BLPOC function rK1K2

f ′′g′′ (n1, n2) be-
tween the two extracted images f ′′(n1, n2) and g′′(n1, n2),
and compute the matching score. The matching score is
the sum of the highest P peaks of the BLPOC function
rK1K2

f ′′g′′ (n1, n2).

4. Experiments and Discussions

This section describes a set of experiments using the PolyU
palmprint database [13] for evaluating palmprint recogni-
tion performance of the proposed algorithm. This database
consists of 600 images (384 × 284 pixels) with 100 sub-
jects and 6 different images of each palmprint. Note that
both even and odd pixels are acceptable image sizes for
the proposed algorithm. Figure 6 shows some examples of
palmprint images in this database. As shown in this figure,
palmprint images in the database are captured under differ-
ent lighting condition and have nonlinear distortion due to
movement of fingers.

The performance of the biometrics-based verification
system is evaluated by the Receiver Operating Characteris-
tic (ROC) curve, which illustrates the False Rejection Rate
(FRR) against the False Acceptance Rate (FAR) at different
thresholds on the matching score. We first evaluate the FRR
for all the possible combinations of genuine attempts; the

(a)

(b)

Fig. 6 Examples of palmprint images in the PolyU palmprint database:
palmprint image pairs with different lighting condition (a) and nonlinear
distortion (b).

number of attempts is 6C2 × 100 = 1, 500. Next, we eval-
uate the FAR for 100C2 = 4, 950 impostor attempts, where
we select a single image (the first image) for each palm-
print and make all the possible combinations of impostor
attempts. The performance is also evaluated by the Equal
Error Rate (EER), which is defined as the error rate where
the FAR and the FRR are equal.

In the followings, we describe experiments for (i) per-
formance optimization of the proposed algorithm and (ii)
performance comparison with the conventional palmprint
recognition algorithm.

4.1 Performance Optimization

We consider reducing the computation time while optimiz-
ing the matching performance of the proposed algorithm by
changing the palmprint image size, the bandwidth parame-
ters of BLPOC function K1/M1 and K2/M2, and the number
of peaks P for the matching score calculation, respectively.
In our previous work on phase-based fingerprint recogni-
tion [10], we can reduce the image size without consider-
able degradation of matching performance. We expect that
the similar tendency is observed in the phase-based palm-
print recognition. In this experiment, the image reduction
ratio for palmprint images is changed from 10% to 100%,
the parameters K1/M1 and K2/M2 are changed from 0.05 to
1.00 and the parameter P is changed from 1 to 9. The size
of effective region is set to m1 = m2 = 128 when the reduc-
tion ratio is 100 %. In other cases, m1 and m2 are changed
depending on the reduction ratio. The computation time is
evaluated by using Matlab 6.5.1 on Pentium4 3.2 GHz.

Table 1 shows the reduction ratio, EER, the parame-
ters K1/M1 and K2/M2, and the number of peaks P, where
K1/M1, K2/M2 and P are optimized for every reduction ra-
tio. Figure 7 plots EER and computation time against the
reduction ratio. As a result, the optimal matching perfor-
mance is observed when the image reduction ratio is 50%,
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Table 1 Experimental results of performance optimization.

Reduction EER [%] K1/M1 P
ratio [%] and K2/M2

10 6.64 0.85 2
15 1.86 0.90 4
20 0.53 0.80 4
25 0.46 0.65 3
30 0.24 0.65 2
35 0.37 0.75 3
40 0.23 0.50 7
45 0.17 0.75 4
50 0.12 0.75 1
55 0.24 0.85 2
60 0.16 0.70 2
65 0.31 0.30 5
70 0.37 0.25 6
75 0.50 0.64 2
80 0.44 0.20 5
85 0.44 0.55 1
90 0.50 0.15 4
95 0.51 0.30 6
100 0.46 0.25 4

Fig. 7 EER and computation time against the image size reduction.

K1/M1 = K2/M2 = 0.75 and P = 1. In this case, the EER of
the proposed algorithm is 0.12% and the computation time
is 0.29 seconds. The optimal parameters K1/M1 and K2/M2

are higher than those for other biometric recognition using
POC. For example, the parameters of BLPOC function are
K1/M1 = K2/M2 = 0.40 for fingerprint recognition [8],
K1/M1 = 0.6 and K2/M2 = 0.2 for iris recognition [12], re-
spectively. This fact indicates that the important information
of the palmprint images in the frequency domain spreads to
a wide range of frequencies compared with fingerprint im-
ages and iris images. Thus, we need to design the BLPOC
function depending on each biometric modalities in order to
achieve accurate recognition.

4.2 Performance Comparison with the Conventional Al-
gorithm

We compare two different matching algorithms: (A) a con-
ventional palmprint recognition algorithm [4] and (B) the
proposed algorithm.

The conventional algorithm used in this paper is sum-

(a)

(b)

(c)

(d)

Fig. 8 Palmprint features obtained by 2D Gabor filtering: (a) Input and
registered images, (b) extracted effective regions, (c) and (d) real part and
imaginary part of extracted palmprint features, respectively.

marized as follows: (i) align two palmprint images, (ii) ex-
tract effective regions of palmprint images (Fig. 8(b)), (iii)
extract palmprint feature vectors using the 2D Gabor phase
coding scheme which has been used for iris recognition [16]
(Figs. 8(c) and (d)), (iv) compute a normalized Hamming
distance, i.e., dissimilarity, between two palmprint feature
vectors. In the steps (i) and (ii), we employ the same pro-
cesses used in the proposed algorithm, where the size of ef-
fective region is 128×128 pixels. In the step (iii), we employ
the same parameter set of 2D Gabor filter used in [4].

Figure 9 shows the ROC curves for the two algo-
rithms. The proposed algorithm (B) exhibits significantly
higher performance, since its ROC curve is located at lower
FRR/FAR region than that of the conventional algorithm
(A). The EER of the proposed algorithm (B) is 0.12%, while
the EER of the conventional algorithm (A) is 0.45%. The
computation time of the proposed algorithm is 0.29 seconds,
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Fig. 9 ROC curves and EERs.

Fig. 10 Overall joint distribution of matching scores for the proposed
algorithm and the conventional algorithm.

while that of the conventional algorithm is 1.37 seconds.
Figure 10 shows the joint distribution of matching

scores for the two algorithms (A) and (B). The vertical
dashed line indicates the highest impostor’s score of the
conventional algorithm (A) and the horizontal dashed line
indicates the highest impostor’s score of the proposed al-
gorithm (B). In practical biometric verification system, the
highest impostor’s score ThA (or ThB) is used as the thresh-
old value of verification in order to guarantee the condition
FAR = 0. Under this condition, the conventional algorithm
(A) accepts only 98.00% of genuine palmprints and rejects
the remaining 2.00%, while the proposed algorithm (B) ac-
cepts 99.33% of genuine palmprints and rejects only 0.67%
of them.

As is observed in the above experiments, the proposed
algorithm is particularly useful for verifying palmprint im-
ages.

5. Conclusion

This paper proposed a palmprint recognition algorithm us-
ing the Phase-Only Correlation (POC). The use of POC
makes it possible to align palmprint images and evaluate

similarity between them correctly. Experimental perfor-
mance evaluation demonstrates efficient performance of our
proposed algorithm compared with the conventional palm-
print recognition algorithm.

We expect that a compact system configuration will
be available to implement the palmprint recognition system
based on the proposed algorithm. Our preliminary obser-
vation shows that palmprint images taken with a cell phone
camera, e.g., the image size is 352 × 288 pixels, are enough
for the proposed algorithm to achieve reliable palmprint
recognition. Also, the DSP (Digital Signal Processor) can
be used to achieve real-time recognition capability as well
as the iris recognition system [17]. Thus, we will imple-
ment a compact and low-cost palmprint recognition system
using the proposed algorithm.

We have already demonstrated that the POC-based im-
age matching is also effective for fingerprint and iris recog-
nition tasks. Hence, we can expect that the proposed ap-
proach may be useful for mulitimodal biometric system hav-
ing palmprint, fingerprint and iris recognition capabilities.
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