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Abstract: Image matching is the most important fundamental task in many fields, such as image sensing, video sig-
nal processing, computer vision, etc. Recently, the demand for high-performance image matching achieving sub-pixel
registration is rapidly growing in many applications. We have developed an efficient image matching technique using
Phase-Only Correlation (POC), which uses the phase components in Discrete Fourier Transforms (DFTs) of given im-
ages. In this paper, we briefly present fundamentals of our image matching technique and examples of the potential
applications.
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1. INTRODUCTION

Image matching is of fundamental importance in many
fields, such as image sensing, video signal processing,
computer vision, etc. Recently, the demand of high-
performance image matching achieving sub-pixel reg-
istration accuracy is rapidly growing in many applica-
tions. For example, narrow-baseline stereo-vision sys-
tems generally require efficient sub-pixel correspondence
algorithms to achieve high accuracy in 3D reconstruc-
tion. Also, sub-pixel motion estimation is essential for
super-resolution imaging, which is to reconstruct a high-
resolution image from multiple low-resolution images.

Image registration techniques using phase information
of discrete Fourier transform could address requirements
of sub-pixel registration. In 1975, Kuglin published a pi-
oneering research on phase correlation [1]. This tech-
nique was successfully applied to the estimation of im-
age transformation parameters (i.e., translation, rotation
and scaling) via Fourier-Mellin transform [2], and video
motion estimation [3]. While some researches use the
terms phase correlation and phase-only matched filter-
ing, our research group uses the term Phase-Only Corre-
lation (POC), for historical reasons. All these terms have
been used almost in the same meaning. Also, the works
on MACE (Minimum Average Correlation Energy) fil-
ters and other correlation filters [4] are closely related to
POC-based techniques.

Since 1990s, our research group has developed a novel
technique of POC-based image matching for biometric
authentication, achieving commercial application of a se-
ries of fingerprint verification systems [5]. The same
technique has also been successfully applied to high-
speed image recognition systems for industrial machine
vision applications [5]. On the basis of these develop-
ments, we have recently proposed an efficient image cor-
respondence algorithm using POC, which can find pairs
of corresponding points between the given two images
with sub-pixel accuracy [6]. The proposed algorithms
allow us to apply the POC technique to a wide range
of applications, such as image sensing, computer vision,

industrial image recognition, biometrics, and waveform
analysis [5-21]. Fig. 1 shows various applications of the
POC technique. In this paper, we present fundamentals
and potential applications of the POC technique.

2. PHASE-BASED IMAGE MATCHING

This section describes the fundamental definition of
Phase-Only Correlation and an image matching tech-
nique using POC.

Consider two N1 × N2 images, f(n1, n2) and
g(n1, n2), where we assume that the index ranges are
n1 = −M1, · · · ,M1 (M1 > 0) and n2 = −M2, · · · ,M2

(M2 > 0) for mathematical simplicity, and hence N1 =
2M1+1 and N2 = 2M2+1. Let F (k1, k2) and G(k1, k2)
denote the 2D DFTs of the two images. F (k1, k2) and
G(k1, k2) are given by

F (k1, k2) =
∑
n1,n2

f(n1, n2)W
k1n1

N1
W k2n2

N2

= AF (k1, k2)e
jθF (k1,k2), (1)

G(k1, k2) =
∑
n1,n2

g(n1, n2)W
k1n1

N1
W k2n2

N2

= AG(k1, k2)e
jθG(k1,k2), (2)

where k1 = −M1, · · · ,M1, k2 = −M2, · · · ,M2,
WN1 = e−j 2π

N1 , WN2 = e−j 2π
N2 and

∑
n1,n2

denotes∑M1

n1=−M1

∑M2

n2=−M2
. AF (k1, k2) and AG(k1, k2) are

amplitude and θF (k1, k2) and θG(k1, k2) are phase. the
normalized cross-power spectrum RFG(k1, k2) is given
by

RFG(k1, k2) =
F (k1, k2)G(k1, k2)∣∣∣F (k1, k2)G(k1, k2)

∣∣∣
= ejθ(k1,k2), (3)

where G(k1, k2) is the complex conjugate of G(k1, k2)
and θ(k1, k2) denote the phase difference θF (k1, k2) −
θG(k1, k2). The POC function rfg(n1, n2) is the 2D in-
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Fig. 1 Applications of POC technique.

verse DFT (IDFT) of RFG(k1, k2) and is given by

rfg(n1, n2) =
1

N1N2

∑
k1,k2

RFG(k1, k2)

×W−k1n1

N1
W−k2n2

N2
, (4)

where
∑

k1,k2
denotes

∑M1

k1=−M1

∑M2

k2=−M2
. When two

images are similar, their POC function gives a distinct
sharp peak. When two images are not similar, the peak
drops significantly. The height of the peak gives a good
similarity measure for image matching, and the location
of the peak shows the translational displacement between
the images. The key features of the POC-based image
matching are summarized as follows:
(A) Translational displacement estimation

A high-accuracy translational displacement estimation
method employs (i) an analytical function fitting tech-
nique to estimate the sub-pixel position of the correlation
peak, (ii) a windowing technique to eliminate the effect of
periodicity in DFT, and (iii) a spectrum weighting tech-
nique to reduce the effect of aliasing and noise [7]. Our
experimental observation shows that POC-based match-
ing can estimate displacement between two images with
0.01-pixel accuracy when image size is about 100 × 100
pixels.
(B) Sub-pixel correspondence search

An efficient method of sub-pixel correspondence
matching employs (i) a coarse-to-fine strategy using im-
age pyramids for robust correspondence search (Fig. 2)
and (ii) a sub-pixel block matching technique for finding
a pair of corresponding points with sub-pixel displace-
ment accuracy [6, 8]. Experimental evaluation shows that
the displacement between corresponding points can be
estimated with 0.05-pixel accuracy when using 32 × 32-
pixel matching window.

Layer 2

Layer 1

1D POC matching

Image I

q

Image J

p 

Layer 0: the original image

Layer lmax = 4: the coarsest image

Layer 3

qlmax

q1

q2

q3

1D POC matching

1D POC matching

1D POC matching
q0

Fig. 2 A coarse-to-fine strategy using image pyramids for
robust correspondence search.

(C) Rotation angle estimation
The POC-based image matching is extended to the

registration of images including translation, rotation and
scaling simultaneously [7]. For rotation alignment,
we employ polar mapping of the amplitude spectrum
to transform the image rotation into image translation.
Then, the angle is estimated by detecting the translational
displacement of polar mapped amplitude spectra using
POC. Experimental evaluation shows the rotation angle

-308-

 



Stereo camera

Measurement result

Object

Fig. 3 Real-time 3D measurement system.

between two images can be estimated with 0.05-degree
accuracy when image size is 128× 128 pixels.
(D) Similarity evaluation

A similarity evaluation technique employs Band-
Limited Phase-Only Correlation (BLPOC) function,
which extracts the inherent frequency components of
the given images and achieves highly accurate similar-
ity evaluation for the given images [9]. Our experimental
observation shows that the BLPOC function provides bet-
ter discrimination capability than that of the original POC
function.

3. APPLICATIONS
We present examples of potential applications of POC

such as (i) real-time 3D measurement system, (ii) easy-
to-use 3D measurement system using a digital cam-
era and (iii) palmprint authentication system for mobile
phones.

3.1 Real-time 3D measurement system
We have developed a real-time passive 3D measure-

ment system using a narrow-baseline stereo camera as
shown in Fig. 3. The sub-pixel correspondence search
using POC allows us to achieve highly accurate 3D mea-
surement, whose accuracy is comparable with that of
laser-based active 3D measurement systems. In order to
achieve real-time 3D measurement, we propose a GPU
(Graphics Processing Unit) implementation of the POC-
based correspondence search [12].

GPU is a specialized microprocessor that offloads and
accelerates graphics rendering from the central proces-
sor (CPU). For manipulating and displaying high-quality
computer graphics with a high frame rate, GPU has
highly parallel structure which consists of hundreds of
processors and large memory bandwidth. Recently, the
highly parallel structure of GPU makes it more effective
than general-purpose CPUs for algorithms where pro-
cessing of large blocks of data can be done in parallel.
This effort is known as General-Purpose computation on
Graphics Processing Unit (GPGPU). The GPGPU has
been applied to scientific computing and video process-
ing.

We have successfully applied a GPU implementation
to POC-based correspondence search due to its data par-
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Fig. 4 Processing flow of real-time 3D face measurement
system.

allelism and also proposed implemenation techniques to
obtain the optimal performance. Through a set of exper-
iments, the proposed GPU implementation has achieved
about 4 times speed-up compared with the naive GPU im-
plementation and about 20 times speed-up compared with
the CPU implementation. Furthermore, we have demon-
strated that the GPU implementation of POC-based cor-
respondence search is more efficient than the CPU imple-
mentation by evaluating the power-deley product of each
implementation.

We have developed a real-time 3D face measurement
system as shown in Fig. 4. The step of “Face detection”
is to extract the face region from the captured image. The
step of “Placement of reference points” is to set the ref-
erence points on the extracted face region in a reticular
pattern with a spacing of 5 pixels. The camera parame-
ters for the stereo rectification and the 3D reconstruction
are obtained by the camera calibration in advance. Fig. 5
shows examples of 3D measurement results. As a result,
the accurate 3D shape of the face is measured. Also, the
system can measure the 3D face in real-time even if the
facial expression is changed. The system can measure
about 10,000 3D points in 15 fps, which is the frame rate
of the camera. As is observed in the above results, the
GPU implementation of the POC-based stereo correspon-
dence matching makes it possible to achieve real-time
accurate 3D measurement even with the general-purpose
computer.

3.2 Easy-to-use 3D measurement system using a digi-
tal camera

We have developed an easy-to-use 3D shape measure-
ment system using a moving and uncalibrated consumer
digital camera [11]. The passive 3D measurement sys-
tems which employ binocular or multiple cameras need to
select the settings of the stereo cameras depending on the
target object and to calibrate cameras in advance. Hence,
it is hard for the users without the technical knowledge to
introduce the 3D measurement system for practical use
in their daily life. On the other hand, Structure from Mo-
tion (SfM) with a moving monocular camera is known
as a simple approach to measure the 3D shape of an ob-
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Fig. 5 3D face measurement: (a) left camera image, (b)
right camera image and (c) measurement result.

ject [22, 23]. Using this approach, the user can measure
3D points of the object from multiple images captured by
a monocular camera without camera calibration. How-
ever, only a limited number of 3D points are measured
and are not sufficient to measure the fine 3D shape of
the object, since SfM employs a feature-based correspon-
dence matching such as Scale Invariant Feature Trans-
form (SIFT) [24]. Addressing this problem, the devel-
oped 3D shape measurement system employs SfM using
SIFT to estimate camera parameters and POC-based cor-
respondence search to obtain dense correspondence. The
use of the developed system makes it possible to measure
the fine and accurate 3D shape of the object with very
simple operation such as two shots of a consumer cam-
era.

The developed system consists of a consumer digital
camera and a laptop computer as shown in Fig. 6. The
digital camera and the computer are connected by a Eye-
Fi card [25], which is a memory card with wireless con-
nection. First, a user captures two images of the target
object with a digital camera. Next, the Eye-Fi card auto-
matically transfers the images from the digital camera to
the computer. Finally, the computer calculates 3D shape
of the object from the two images. Calculating the 3D
shape contains 3 steps: (i) camera parameter estimation
using SIFT-based SfM, (ii) stereo rectification [22] and
(iii) POC-based correspondence matching as shown in
Fig. 7.

Fig. 8 shows 3D measurement results of the developed
system. As a result, the developed system can measure
dense 3D points compared with SIFT-based SfM. All the
processes of the system is finished in about 20 seconds
with a mid-range laptop computer. We have also eval-
uated the measurement accuracy by comparing the mea-
surement result with the ground truth 3D model measured

Digital camera

ObjectComputer

Fig. 6 Easy-to-use 3D measurement system.

(a)

(b)

(c)

(d)

(e)

Fig. 7 Processing flow of the proposed system: (a) in-
put stereo images, (b) result of feature-based corre-
spondence matching, (c) rectified stereo images, (d)
result of area-based correspondence matching and (e)
3D measurement result.

by the laser scanner (KONICA MINOLTA VIVID). The
RMS (Root Mean Square) of the measurement error is
below 1 mm.

3.3 Palmprint authentication system for mobile
phones

We have developed a palmprint authentication system
for mobile phones. In this system, a user takes his/her
own palm image using a built-in camera on a mobile
phone as shown in Fig. 9 (a). Then, the system extracts
the palmprint region which is a Region Of Interest (ROI)
as shown in Fig. 9 (b) and evaluates the similarity be-
tween the input and registered ROIs.

Various palmprint matching algorithms have been pro-
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(b) (c)

(a)

Fig. 8 3D measurement results: (a) input images, (b)
conventional method (SfM using SIFT) and (c) devel-
oped system.

(a) (b)

Palmprint region

Fig. 9 Palmprint authentication system for mobile
phones: (a) developed system and (b) captured image
and extracted palmprint region.

posed [26]. Almost all algorithms assume that a hand
is fixed on a system when a palm images are captured,
and ROIs are extracted with normalizing their transla-
tion, rotation and scale variation. In practical situation
such as our system, performance of conventional match-
ing algorithms may drop significantly, since ROIs are
deformed by variations in hand poses. In order to ad-
dress this problem, matching algorithm of the developed
system consists of 2 steps: (i) geometric correction us-
ing POC-based correspondence matching (Fig. 10 (a))
and (ii) similarity evaluation using BLPOC approximat-
ing nonlinear distortion by minute translation of local im-
age blocks (Fig. 10 (b)).

We evaluate the performance of the matching algo-
rithm using 520 hand images with 30 subjects and about
20 different image of each subject. The correct recog-
nition rate of the proposed matching algorithm is about
96%, while the recognition rate under same condition of
Competitive Code [27], which is one of the most success-
ful palmprint matching algorithms, is about 92%. This
result indicates that our POC-based approach is more
suitable for practical situation. The total authentica-
tion time of the proposed algorithm on HTC Nexus One
(CPU: Qualcomm Snapdragon QSD8250 (1GHz), RAM:
512MB, OS: Android 2.3.4, Camera: 5M resolution with

(a)

(b)

Fig. 10 Example of palmprint matching: (a) result of cor-
responding matching where ∗ indicates the reliable
corresponding point pairs and (b) corrected ROIs and
extracted local blocks for matching score calculation.

autofocus) is about 1 second.
Our POC-based approach has been also successfully

applied to other biometric authentication systems based
on iris, fingerprint, dental radiograph, etc.

4. CONCLUSION
This paper has presented an efficient sub-pixel im-

age matching technique based on Phase-Only Correlation
(POC) and also demonstrated some examples of potential
applications using POC-based image matching.
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