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ABSTRACT
A major approach for palmprint recognition today is to extract fea-
ture vectors corresponding to individual palmprint images and to
perform palmprint matching based on some distance metrics. One of
the difficult problems in feature-based recognition is that the match-
ing performance is significantly influenced by many parameters in
feature extraction process, which may vary depending on environ-
mental factors of image acquisition. This paper presents a palmprint
recognition algorithm using phase-based image matching. The use
of phase components in 2D (two-dimensional) discrete Fourier trans-
forms of palmprint images makes possible to achieve highly robust
palmprint recognition. Experimental evaluation using a palmprint
image database clearly demonstrates an efficient matching perfor-
mance of the proposed algorithm.
Index Terms— image processing, pattern recognition, security,

identification of persons, image recognition, pattern matching

1. INTRODUCTION

Biometric authentication has been receiving much attention
over the past decade with increasing demands in automated
personal identification. Among many biometric techniques,
palmprint recognition is one of the most reliable approaches,
since a palmprint, the large inner surface of a hand, contains
many features such as principle lines, ridges, minutiae points,
singular points and texture [1].

A major approach for palmprint recognition today is to
extract feature vectors corresponding to individual palmprint
images and to perform palmprint matching based on some
distance metrics [1, 2]. One of the difficult problems in feature-
based palmprint recognition is that the matching performance
is significantly influenced by many parameters in feature ex-
traction process (e.g., spatial position, orientation, center fre-
quencies and size parameters for 2D Gabor filter kernel), which
may vary depending on environmental factors of palmprint
image acquisition.

This paper presents an efficient algorithm for palmprint
recognition using phase-based image matching — an image
matching technique using the phase components in 2D Dis-
crete Fourier Transforms (DFTs) of given images. The tech-
nique has been successfully applied to sub-pixel image reg-
istration tasks for computer vision applications [3, 4]. In our

previous work [5, 6, 7], we have proposed a fingerprint recog-
nition algorithm using phase-based image matching, which
has already been implemented in actual fingerprint verifica-
tion units [8]. We also have proposed an iris recognition al-
gorithm using phase-based image matching [9].

In this paper, we demonstrate that the same technique
is also highly effective for palmprint recognition. The use
of phase information makes possible to achieve highly ro-
bust palmprint recognition. Experimental evaluation using
the PolyU palmprint database [10] clearly demonstrates an ef-
ficient matching performance of the proposed algorithm com-
pared with a feature-based algorithm.

2. PHASE-BASED IMAGE MATCHING

In this section, we introduce the principle of phase-based im-
age matching using the Phase-Only Correlation (POC) func-
tion (which is sometimes called the “phase-correlation func-
tion”) [3, 4, 11]. Consider two N1×N2 images, f(n1, n2) and
g(n1, n2), where we assume that the index ranges are n1 =
−M1, · · · , M1 (M1 > 0) and n2 = −M2, · · · , M2 (M2 > 0)
for mathematical simplicity, and hence N1 = 2M1 + 1 and
N2 = 2M2 + 1. Let F (k1, k2) and G(k1, k2) denote the 2D
DFTs of the two images. F (k1, k2) is given by

F (k1, k2) =
∑

n1,n2

f(n1, n2)W k1n1
N1

W k2n2
N2

= AF (k1, k2)ejθF (k1,k2), (1)

where k1 = −M1, · · · , M1, k2 = −M2, · · · , M2, WN1 =
e
−j 2π

N1 , WN2 = e
−j 2π

N2 , and
∑

n1,n2
denotes

∑M1
n1=−M1

∑M2
n2=−M2

.
AF (k1, k2) is amplitude and θF (k1, k2) is phase. G(k1, k2) is
defined in the same way. The cross-phase spectrum RFG(k1, k2)
is given by

RFG(k1, k2) =
F (k1, k2)G(k1, k2)
|F (k1, k2)G(k1, k2)|

= ejθ(k1,k2), (2)

where G(k1, k2) is the complex conjugate of G(k1, k2) and
θ(k1, k2) denotes the phase difference θF (k1, k2)−θG(k1, k2).
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Fig. 1. Example of genuine matching using the original POC function and the BLPOC function: (a) registered palmprint image
f(n1, n2), (b) input palmprint image g(n1, n2), (c) original POC function rfg(n1, n2) and (d) BLPOC function rK1K2

fg (n1, n2)
with K1/M1 = 0.5 and K2/M2 = 0.5.

The POC function rfg(n1, n2) is the 2D Inverse DFT (2D
IDFT) of RFG(k1, k2) and is given by

rfg(n1, n2) =
1

N1N2

∑

k1,k2

RFG(k1, k2)W−k1n1
N1

W−k2n2
N2

, (3)

where
∑

k1,k2
denotes

∑M1
k1=−M1

∑M2
k2=−M2

. When two im-
ages are similar, their POC function gives a distinct sharp
peak. When two images are not similar, the peak drops signif-
icantly. The height of the peak gives a good similarity mea-
sure for image matching, and the location of the peak shows
the translational displacement between the images.

We modify the definition of POC function to have a BLPOC
(Band-Limited Phase-Only Correlation) function [5] dedicated
to palmprint matching tasks. The idea to improve the match-
ing performance is to eliminate meaningless high frequency
components in the calculation of cross-phase spectrum RFG

depending on the inherent frequency components of palm-
print images. Assume that the ranges of the inherent fre-
quency band are given by k1 = −K1, · · · , K1 and k2 =
−K2, · · · , K2, where 0≤K1≤M1 and 0≤K2≤M2. Thus, the
effective size of frequency spectrum is given by L1 = 2K1+1
and L2 = 2K2 + 1. The BLPOC function is given by

rK1K2
fg (n1, n2) =

1
L1L2

∑

k1,k2

′
RFG(k1, k2)W−k1n1

L1
W−k2n2

L2
,

(4)
where n1 = −K1, · · · , K1, n2 = −K2, · · · , K2, and

∑′
k1,k2

denotes
∑K1

k1=−K1

∑K2
k2=−K2

. Note that the maximum value
of the correlation peak of the BLPOC function is always nor-
malized to 1 and does not depend on L1 and L2.

Figure 1 shows an example of genuine matching using the
original POC function rfg and the BLPOC function rK1K2

fg .
The BLPOC function provides the higher correlation peak
and better discrimination capability than that of the original
POC function.

3. PALMPRINT RECOGNITION ALGORITHM

In this section, we present a palmprint recognition algorithm
using the POC function. The proposed algorithm consists of

the three steps: (i) rotation and displacement alignment, (ii)
common region extraction and (iii) palmprint matching.
(i) Rotation and displacement alignment

We need to normalize rotation and displacement between
the registered image f(n1, n2) and the input image g(n1, n2)
in order to perform the high-accuracy palmprint matching.

At first, we reduce the effect of background components
in palmprint images by applying 2D spatial window to the two
images f(n1, n2) and g(n1, n2). The 2D Hanning window is
applied at the center of gravity of each palmprint to align rota-
tion and displacement between the two images f(n1, n2) and
g(n1, n2) correctly. The center of gravity of each palmprint
is detected by using n1-axis projection and n2-axis projection
of pixel values. Figure 2 (a) shows the palmprint images and
their centers of gravity, and (b) shows the palmprint images,
fw(n1, n2) and gw(n1, n2), after applying 2D Hanning win-
dow.

Next, we estimate the rotation angle θ using the amplitude
spectra of fw(n1, n2) and gw(n1, n2) as follows (see [4] for
detailed discussions).

1. Calculate 2D DFTs of fw(n1, n2) and gw(n1, n2) to
obtain Fw(k1, k2) and Gw(k1, k2).

2. Calculate amplitude spectra |Fw(k1, k2)| and |Gw(k1, k2)|.
3. Calculate the polar mappings |FP (l1, l2)| and |GP (l1, l2)|.
4. Estimate the image displacement between |FP (l1, l2)|

and |GP (l1, l2)| using the peak location of the BLPOC
function rK1K2

|FP ||GP |(n1, n2) to obtain θ.

Using θ, we obtain a rotation-normalized image gwθ(n1, n2).
Then, we align the translational displacement between fw(n1, n2)
and gwθ(n1, n2) using the peak location of the BLPOC func-
tion rK1K2

fwgwθ
(n1, n2). Thus, we have normalized versions of

the registered image and the input image as shown in Fig. 2
(c), which are denoted by f ′(n1, n2) and g′(n1, n2).
(ii) Common region extraction

Next step is to extract the overlapped region (intersec-
tion) of the two images f ′(n1, n2) and g′(n1, n2). This pro-
cess improves the accuracy of palmprint matching, since the
non-overlapped areas of the two images become the uncor-
related noise components in the BLPOC function. In order
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f(n1,n2) g(n1,n2)

fw(n1,n2) gw(n1,n2)

f ’ (n1,n2) g’(n1,n2)
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Fig. 2. Rotation and displacement alignment and common
region extraction: (a) the registered image f(n1, n2), the in-
put image g(n1, n2), (b) images, fw(n1, n2) and gw(n1, n2),
after applying 2D Hanning window, (c) normalized images
f ′(n1, n2) and g′(n1, n2), and (d) extracted common regions
f ′′(n1, n2) and g′′(n1, n2).

(a)

(b)

Fig. 3. Examples of palmprint images in the PolyU palm-
print database: palmprint image pairs with different lighting
condition (a) and nonlinear distortion (b).

to detect the effective palmprint areas in the registered im-
age f ′(n1, n2) and the input image g ′(n1, n2), we examine
the n1-axis projection and the n2-axis projection of pixel val-
ues. Only the common effective image areas, f ′′(n1, n2) and
g′′(n1, n2), with the same size are extracted for the succeed-
ing image matching step (Fig. 2 (d)).
(iii) Palmprint matching

We calculate the BLPOC function rK1K2
f ′′g′′ (n1, n2) between

the two extracted images f ′′(n1, n2) and g′′(n1, n2), and eval-
uate the matching score. The matching score is the highest
peak value of the BLPOC function rK1K2

f ′′g′′ (n1, n2).

4. EXPERIMENTAL RESULTS

This section describes a set of experiments using the PolyU
palmprint database [10] for evaluating palmprint matching
performance of the proposed algorithm. This database con-
sists of 600 images (384 × 284 pixels) with 100 subjects and
6 different images of each palmprint. Figure 3 shows some
examples of palmprint images in this database.

The performance of the biometrics-based identification
system is evaluated by the Receiver Operating Characteristic
(ROC) curve, which illustrates the Genuine Acceptance Rate
(GAR) against the False Acceptance Rate (FAR) at different
thresholds on the matching score. We first evaluate the GAR
for all possible combinations of genuine attempts; the num-
ber of attempts is 6C2 × 100 = 1500. Next, we evaluate the
FAR for 100C2 = 4950 impostor attempts, where we select a
single image (the first image) for each palmprint and make all
the possible combinations of impostor attempts. The perfor-
mance is also evaluated by the Equal Error Rate (EER), which
is defined as the error rate where 100 − GAR = FAR.

We consider reducing the computation time while opti-
mizing the matching performance of the proposed algorithm
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Fig. 4. EER and computation time against the image size
reduction.

by changing the palmprint image size and the bandwidth pa-
rameters of BLPOC function K1/M1 and K2/M2, respec-
tively. In our previous work on phase-based fingerprint recog-
nition [7], we can reduce the image size without consider-
able degradation of matching performance. We expect that
the similar tendency is observed in the phase-based palmprint
recognition. Figure 4 plots EER and computation time of the
proposed algorithm when changing the image reduction ratio,
where the parameters K1/M1 and K2/M2 are optimized for
every point. The image reduction ratio is changed from 10%
to 100%, and the parameters K1/M1 and K2/M2 are changed
from 0.05 to 1.00. The computation time is evaluated by us-
ing MATLAB 6.5.1 on Pentium4 3.2 GHz. As a result, the
optimal performance is observed when the image reduction
ratio is 50% and K1/M1 = K2/M2 = 0.75. In this case, the
EER of the proposed algorithm is 0.12% and the computation
time is 0.29 seconds.

We compare two different matching algorithms: (A) a
feature-based algorithm [2] and (B) the proposed algorithm.
Figure 5 shows the ROC curves for the two algorithms. The
proposed algorithm (B) exhibits significantly higher perfor-
mance, since its ROC curve is located at higher GAR and
lower FAR region than that of the feature-based algorithm
(A). The EER of the proposed algorithm (B) is 0.12%, while
the EER of the feature-based algorithm (A) is 0.45%. As is
observed in the above experiments, the proposed algorithm
is particularly useful for verifying low-quality palmprint im-
ages.

5. CONCLUSION

This paper proposed a palmprint recognition algorithm using
the phase-based image matching. Experimental performance
evaluation demonstrates an efficient performance of our pro-
posed algorithm compared with the feature-based algorithm.

We have already demonstrated that the phase-based image
matching is also effective for fingerprint and iris recognition
tasks. Hence, we can expect that the proposed approach may
be useful for mulitimodal biometric system having palmprint,
fingerprint and iris recognition capabilities.
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